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Information extraction (IE) proposes a pragmatic approach to text un-
derstanding. It is the process of distilling structured data (i.e., factual
information) from unstructured or semi-structured text. IE is thus of-
ten application-oriented and generates outputs typically in the form of
database templates. IE has applications in a wide range of domains and
has been extensively studied in various research communities (McCal-
lum, 2005). As a result, it covers a variety of tasks such as entity extrac-
tion, relation extraction, and events detection—or put simply information
about who did what to whom, when and where (Hobbs and Riloff, 2010).
In contrast to information retrieval, which is about identify documents
relevant to a query from a document collection, IE produces structured
data ready for some post-processing.

Many advances in IE is often credited to the DARPA-funded Mes-
sage Understanding Conferences (MUC) (Grishman and Sundheim, 1996).
MUC concentrated on IE by evaluating the performance of participat-
ing IE systems using a black box test: the MUC evaluation style (Hirschman,
1998). The task in MUC focused on extracting information from news
about terrorist events, industrial joint ventures, and company manage-
ment changes. The proposed approaches started off with rule-based
methods and gradually moved to machine learning methods. The MUC
was followed by the Automatic Content Extraction (ACE) evaluations
(Doddington et al., 2004). The ACE evaluations focused on identify-
ing named entities, extracting isolated relations, and coreference res-
olution. The tradition of evaluating IE systems in the MUC style has
continued up until today through various events such as Text Analytic
Conference.

The diverse research in IE can be classified based on the following
features Hobbs and Riloff (2010): (a) Type of Input to IE System, (b) ap-
plied method for extraction of information, and (c) the extraction tar-
get. Input types to an IE system can be categorized into unstructured
versus semi-structured text input, and single-document versus multi-
document input. Examples of unstructured text include news stories,
magazine articles, and books. Semi-structured text consists of natural
language text that appears in a document where the physical layout of
the text plays a role in its interpretation. Examples of semi-structured
input are emails, job posts, ads, and resumes. The unstructured IE sys-
tems mostly rely on language analyses while IE from semi-structure
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content rely also on positional features to capture information from the
layout of input.

IE systems originally were designed to extract domain specific in-
formation from single documents. In this scenario, given a document
as input, an IE system extracts facts and domain informations articu-
lated in this document. Boosted by the application of IE over the Web,
recent multi-document IE systems try to extract facts from multiple
sources (Eikvil, 1999). The major difference in problem formulation for
single-document IE and multi-document IE is information redundancy.
In single-document IE, IE systems must extract specific information
from each document as a fact may have been mentioned only once in
one document; whereas, based on the assumption that many facts will
be reported multiple times in different sources and in different forms
(Ji, 2010), a multi document IE usually has several opportunities to find
each piece of information. However, it is worthwhile mentioning that
consolidating information from multiple sources can be a challenging
research too.

IE systems can be also classified based on the method they em-
ploy for performing the extraction task. Generally speaking, IE meth-
ods can be classified into hand-crafted and learning-based approaches
(i.e., by the degree of automation in the development of the method).
Slightly different, one can also categorize these methods into rule-based
and statistical-based methods (Sarawagi, 2008) (note that rules can be
crafted manually or be devised automatically). Well known examples
of rule based approaches are IE systems that employ finite state trans-
ducers, i.e., often based on hand-crafted regular expression patterns.
Learning based approaches use statistical techniques and machine learn-
ing algorithms to automatically create IE systems for new domains or
tasks. From this perspective IE systems can be further classified into
four categories based on the automation degree in the development
process (Chang et al., 2003): (1) systems that need programmers, (2)
systems that need annotation examples, (3) annotation-free (unsuper-
vised) systems, and (4) semi supervised systems. Recent methods in IE
combine a loose mixture of text extraction and data mining. Categories
(3,4) are mainly refer to methods that leverage whatever limited struc-
tured information is available and then use data mining techniques that
are robust enough to operate directly on the raw text associated with
this limited structure (McCallum, 2005).
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Figure 1: A mind map and categorisation of information extraction systems
and methods.

Finally, IE methods can be classified by the type of their output
(Chang et al., 2006). This categorization takes into the consideration
the structure of outputs by IE systems (i.e., the complexity of templates
that must be populated by an IE system). The extraction target can
be in a range of isolated phrases to complex m-tuples. In its simplest
form, an IE system populates a list of homogeneous items, e.g., a list
of the names of companies, such as extracted by named entity recog-
nition systems. In the m-tuple extraction task, where m is the number
of attributes in a record, the output has a more complex structure (e.g.,
the name of companies and their CEOs). Lastly, a more challenging IE
task is to automatically induce the extraction templates and then pop-
ulate them (Chambers and Jurafsky, 2011). Figure 1 summarizes the
mentioned categorizations for IE systems.
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